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Motivation
There is no faraway that time when robots will drive around the streets instead of people and driver like this should recognize and obey traffic signs. I will demonstrate sign recognition using artificial neural network (ANN). Artificial neural network simulates a human brain and has an extensive usage in the computer science which is uses a pattern recognition method. A pattern recognizing program must convert the patterns into digital signals and compare them to patterns already stored in memory.
Introduction

The human brain

The human brain is a highly complicated system which is capable of solving very complex problems. The brain consists of many different elements, but one of its most important building blocks is the neuron, of which it contains approximately 1011. These neurons are connected by around 1015 connections, creating a huge neural network. Neurons send impulses to each other through the connections and these impulses make the brain work. The neural network also receives impulses from the five senses, and sends out impulses to muscles to achieve motion or speech. The individual neuron can be seen as an input-output machine which waits for impulses from the surrounding neurons and, when it has received enough impulses, it sends out an impulse to other neurons.

Artificial neural network
ANN apply the principle of function approximation by example, meaning that they learn a function by looking at examples of this function. One of the simplest examples is an ANN learning the XOR function, but it could just as easily be learning to determine the language of a text.

If an ANN is to be able to learn a problem, it must be defined as a function with a set of input and output variables supported by examples of how this function should work.


Figure 1.  An ANN with four input neurons, a hidden layer, and four output neurons.

Artificial neurons are similar to their biological counterparts. They have input connections which are summed together to determine the strength of their output, which is the result of the sum being fed into an activation function. Though many activation functions exist, the most common is the sigmoid activation function, which outputs a number between 0 and 1. The resultant of this function is then passed as the input to other neurons through more connections, each of which are weighted. These weights determine the behavior of the network.

When we create ANN, the neurons are usually ordered in layers with connections going between the layers. The first layer contains the input neurons and the last layer contains the output neurons. These input and output neurons represent the input and output variables of the function that we want to approximate. Between the input and the output layer, a number of hidden layers exist and the connections (and weights) to and from these hidden layers determine how well the ANN performs. When an ANN is learning to approximate a function, it is shown examples of how the function works, and the internal weights in the ANN are slowly adjusted so as to produce the same output as in the examples.
 The hope is that when the ANN is shown a new set of input variables, it will give a correct output.
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Figure 2.  A Generalized Network. Stimulation is applied to the inputs of the first layer, and signals propagate through the middle (hidden) layer(s) to the output layer. Each link between neurons has a unique weighting value.
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Figure 3.  Inputs from one or more previous neurons are individually weighted, then summed. The result is non-linearly scaled between 0 and 1, and the output value is passed on to the neurons in the next layer. 
Back Propagation

For this type of network, the most common learning algorithm is called Back Propagation (BP). A BP network learns by example, that is, we must provide a learning set that consists of some input examples and the known-correct output for each case. So, we use these input-output examples to show the network what type of behavior is expected, and the BP algorithm allows the network to adapt. 

The BP learning process works in small iterative steps: one of the example cases is applied to the network, and the network produces some output based on the current state of it's synaptic weights (initially, the output will be random). This output is compared to the known-good output, and a mean-squared error signal is calculated. The error value is then propagated backwards through the network, and small changes are made to the weights in each layer. The weight changes are calculated to reduce the error signal for the case in question. The whole process is repeated for each of the example cases, then back to the first case again, and so on. 

Approach and Method
Filtering Image
Each image is filtered until input vector is achieved:

1. Resizing the image to size 100x100.

2. Turning the image to black and white.

3. Rescaling the matrix image to numbers between 0 and 1.

4. Constructing a vector from the columns of the image matrix.
ANN Architecture

The input layer consists of 10000 neurons, representing a 100X100 pixels image. 

The number of hidden layers could be changed by the user, but the best results that I achieved are when using three hidden layers with 10 neurons each.

The output layer consists of 16 output neurons, one for each traffic sign. Each output value is the number between 0 and 1. To determine which sign is recognized I choose the maximum value among all 16, and the chosen index is represents the recognized traffic sign.

Training ANN

The input for the learning procedure is a set of 16 traffic signs images which should be eventually be recognized by the ANN. Each sign is filtered by several filters and transformed to 10000 (number of neurons in the input layer) sized input vector with numbers between 0 and 1, each such vector is accompanied with the output vector which represents the input sign, for example for the first sign the output vector will be:
[1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0]. The training is done according to the back-propagation method.
Testing ANN

Before testing the network for sign recognition the network must be created and trained.

The user selects the sign to be trained, it could be one of the images that used us to train the network or it could be any other image. The user can adjust the brightness and the contrast of the selected image, than the image is transformed through several filters until the 10000 sized input vector is achieved and than the ANN is activated and output vector is achieved. We choose the max number in the vector which represents the recognized image.
Results

I experimented with different network architectures and achieved best results with 3 hidden layers, 10 neurons each.  The number of training cycles is another parameter which has direct influence on the network performance, because the change of training cycles influences the training error. With the increasing the training cycles we will have less error until it reaches some limit. I found that with this architecture and with my number of trained and recognizable images (16) the best performance will be achieved at 2000 training cycles. The trained network with described parameters recognizes not bad the training images, but the input, real images are not good recognizable by the artificial network, the main reason for this, is the achieved training error which is too big. When the network was trained and tested for 5 images, the error was a way too small and much better results were achieved. Contrast and brightness adjustments in some cases contributed to sign correct recognition.
Conclusions
I tried to solve object recognition problem using artificial neural network and I achieved not very good results. There is need for extensive experiments in order to find best network configuration. There is a trade off between the size of the network and the learning time. Small networks will learn faster and will achieve better training error and better results, as we enlarge our network the error we achieve is worse and results too in spite of increasing in the training time.
As we can see ANN is a good method for solving pattern recognition problems for small problems, as we enlarge our problem and network we get worse results. Another problem is big training time in large networks and a need to input correct network parameters, all this makes us to think how to improve artificial networks. There is need to more research in human brain processes in order to learn how it works and make according it better artificial networks which will be trained at much smaller times, the network will configure itself to right structure in order to achieve best performance.
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Figure 4.  Gui for the traffic sign recognition.
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